11) pemenune 3amauyd MODKHO OCYIIECTBIATHCS Ha 0Oa3e TIyOOKOTO M BCECTOPOHHETO
NpCABAPUTCIIBHOTO aHaJIM3a 3aJavd, aHaJIi3a XOo4da PCUICHHA, B TOM 4YHUCIC PCTPOCICKTUBHOTIO,
norcka HanboJiee palliOHAILHOTO PEIICHHUS;

13) npuBHEceHUE 2TIEMEHTOB TBOPUYECTBA B IOAX0/1aX K PELICHUIO 3a/1a4;

14) BocnpusiTHE CAaMUM YYHUTEJIEM MPOCTOrO U MOHATHOTO ISl HEro 3aJaHusl KaKk HOBOTO U
YAUBUTCIIBHOT'O, T.C. IIOIBITKA BOCIIPUATUA HpO6HeMBI rj1a3aMy y4YCHHKaA.
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bynanoo P.H., cmapwiuii npenooasamenv Kageopvl ANOHCKO20 A3bIKA  UHCMUMYMA
UHOCMPAHHBIX A3bIKOG

MOoCKOBCKHI rOCY1apCTBEHHBIN MIE€AArOTNYECKU YHUBEPCUTET

I. Mocksa, Poccus

JTAJAKTUYECKHAN MMOTEHIIUAJ MAJIBIX SI3bIKOBBIX MOJIEJIEN:
JJOKAJIBHBI ATEHT MAIIIMHHOT O MMEPEBOJA B YYEBHOUN CAT-CPEJIE

AHHoOTauus. [Ipeonazaemcsa ognaiin-first nedpenue 10KaNbHO20 A2eHMa MAWUHHO20 Nepesood Ha
baze manvix s3vikogvlx Mmooeneti (Qwen 2.5, 1.5B/3B/7B) & yueonyro CAT-cpedy Omegal.
Onucwvisaemcs portable-cmex 0na  ayoumopuoii pabomwvl 6e3 cemu u obnaunvix API,  ezo
gcmpausanue 8 YUK «nepesod — NOCM-pedaKmuposanue — namsams nepesooosy, a maxdce niaH
OYEHUBAHUA Ka4ecmed, Npou3eo0UmenbHOCIU U 00pa30eamenbHulx peyibmamos. Ilokazano, umo
maxkou cmeno npespawaem LLM u3 «uépnoco awuxa» 6 obvekm yueOH020 Oeticmeus. CmyoeHm
yhpasensiem — apXumekmypou, —OAHHLIMU U MEmpUKamu,  QUKCUPYs  80CHPOU3BOOUMOCHID
IKCNEpUMEHmMa u npeoeivl asmomamu3ayuu.
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KuawueBbie ciaoBa: CAT-cpena; JIOKaJIbHBIM areHT MAIIMHHOTO TEPEBO/A; MAaJIble S3BIKOBBIC
monenu (SLM); odumaitH-ungepenc; Qwen; OmegaTl; HOpmanu3amus KUTAHCKOro mHCbMa
(OpenCC); mapamnensHbie kKoprychl (OPUS, UN); mooOyuenue (LoRA/QLoRA); omnenuBanue
nepesoaa (sacreBLEU)

DIDACTIC POTENTIAL OF SMALL LANGUAGE MODELS:
ALOCAL MT AGENT IN AN EDUCATIONAL CAT ENVIRONMENT

Abstract. We present an offline-first deployment of a local machine-translation agent based on
small language models (Qwen 2.5, 1.5B/3B/7B) integrated into the Omegal CAT system for
classroom use. A portable software stack enables work without internet or cloud APIs and fits the
translate—post-edit—translation-memory cycle. We outline procedures for evaluating quality, speed,
and learning outcomes. The setup turns the LLM from a “black box” into a teachable tool: students
control architecture, data, and metrics, ensuring reproducibility and clarifying the limits of
automation.

Keywords: CAT environment; local machine translation agent; small language models (SLM);
offline inference; Qwen; OmegaT; Chinese script normalization (OpenCC); parallel corpora
(OPUS, UN); parameter-efficient finetuning (LoORA/QLoRA); translation evaluation (sacreBLEU)

B nmocnennue roasr mudposast nHGpacTpyKTypa 00ydeHus mepeBo Iy BCE OOIIbIIE OMUPAETCs
Ha oOmayHble cepBuchl [1, 2]. B ayautopun 310 nmopoxaaer 3p(eKkT «4€pHOro SAIUKa»: CTYACHT
BUIUT aBTOMATHYECKH CTEHEPUPOBAHHBIN YEPHOBHK MEPEBOAA, HO CaM IMPOIECC €ro MOIy4YeHUs —
BbIOOp MOJENH, MapaMeTpbl I'eHepaluu, TUIIMYHbIE OLIMOKM — OCTaércs HEBUIUMBIM. Takas
HENPO3payHOCTh CHUXKAET HAOII0AAEMOCTh UM YOPAaBISEMOCTb HMHCTPYMEHTAa CO CTOPOHBI
00yyYaroIerocs; Mexay TeM UMEHHO IPO3pavyHOCTh U KOHTPOJIb HaJl TapaMeTpaMH — He00X0IUMBbIe
ycnoBust 1151 (GOPMUPOBAHHUS METAKOTHUTHBHBIX M IOCT-PEIAKTOPCKUX HABBIKOB (pacrio3HaBaHHE
CUCTeMaTUYeCKUX OMIMOOK, COOTHECEHHE HACTpoeK ¢ kadecTBOM pesyibTara) [1, 3]. B CAT-
CIICHApHUU 3TO JOCTUTACTCS, KOT/Ia MAIIMHHBIN MEepeBO/I MOJKIIOUEH KaK BHEIIHUN CEPBHC, a cama
cpena ocTaércst HHTepdeicoM K MaMsATH MepeBojia U II0CCapusiM, a HE «CKPBITHIM MEPEBOTIMKOM)
[4].

Ham orBer Ha «u€pHbI Aumk» — oduaitH-first cOopka JOKaJIbHOrO areHTa MaluHHOIO
nepeBoja (nanee — nokainbHbId MII-arenT) Ha 6a3e Manoit a3sikoBoi Mozenu (SLM). CryaeHt cam
pa3BOpauMBacT, HacTpauBaeT U nojkiaodaer ero k ceoed CAT-cpene. Takol xoz nenaer mpouecce
HaOJIOAaeMBbIM M YIPaBIsIeMbIM: (DUKCHPYIOTCS BEpCHsI MOJENHM M KBAHTHU3ALUs, SIBHO 33/1al0TCS
napameTpsl MH(EpeHca, CHUCTEMHO 3aMepstoTCsl METPUKH KadecTBa W IPOU3BOAMUTENBHOCTH, a
W3MEHEHHsS COIIOCTABISIOTCS C TPHHATHIMA TiepeBomdeckuMu pemenusmu [5]. [lpu sTom
COXpaHseTCsl MPUBBIYHBIN IIUKI pabOTHI IEPEBOAYMKA: CETMEHTALUs, TOUCK COBNA/ICHUH B MaMATH
nepeBooB (nanee — I1IT), oOpaieHre Kk TEPMUHOJIOTHH, TTOJIydYEHHE aBTOMAaTHYECKOTO BapHaHTa,
nocTpeJakTHpoBaHue U 3anuch pesynbrarta B [1I1. IlpakTuyeckas yacTb NpoekTa peaarn30BbIBAIACH
B paMKax y4eOHO! AuciuIuinHbl «H(pOpMAIIMOHHBIE TEXHOJIOTUU B JIMHTBUCTUKE VIS CTYJCHTOB-
kuTauctoB (HampasieHue 45.03.02 «JIMHrBUCTHKa», TPODUIIb KKUTAUCKUH SI3BIK)).

bazoBoit paboueit cpenoit kypca BoicTynaeT OmegaT — cBoOGomHast kpoccraTdhopMeHHas
CAT-cucrema. OHa He BBINOJIHSAET MAIlMHHBINA NEpeBoJl cama Mo cebe U paboTaeT JIOKAIbHO; €
3aJlaya — OPraHMU30BaTh pabOTy MEpeBOJYMKA U JaTh JOCTYN K MaMsITH MEpeBOAa U TJIOCCAPHUSIM.
OmegaT 3amaér 4y€TKyl0 CTPYKTYpY HpOeKTa W JaHHBIX: CTaHJIApTHBIE Manku (source/target,
glossary u T.1.), IIIl, mpoekTHble mpaBWiia CerMeHTauuu U GUILTPHl GOpMaTOB — BCE 3TO
¢bukcupyercs Ha ypoBHE KOHQHUrypaluu M o0JIerdyaer BOCIHPOU3BOAMMOCTh. [lonkimtoueHue
MAIIMHHOTO TIEPEeBO/Ia peau3yeTcsi 4epe3 IUIaruHbl-KoHHeKTopsl MII, a pyTuHHBIE omepanuu
MOKHO aBTOMAaTH3UpPOBaTh CKPUNTaMU — MO3TOMY JOKaidbHBIH MII-areHT noOamisiercss Kak emé
OJTMH MCTOYHHK IMPEIIOKEHUH, a KOHTYp PUHATHS PEIIeHUI ocTaéTes y yenmoBeka [4].

[Tockonbky OmegaT cama He BBIOJHSET NEPEBO/I, MAIIMHHBIN MEPEeBO/] MOAKIIOUAETCS KaK
BHEIIHUH cepBUC. B y4eOHBIX yCIIOBHSIX HaM BaKHBI JBa TpeOOBaHWS: padoOTa JIOKATBHO M
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yMepeHHble TpeboBaHus K 00opynoBanuio. [loaToMy B KauecTBe ABHKKA Mbl UCIOJIB3YEM MAyIO
SI3BIKOBYIO MOJIeTh cemeiicTBa Qwen 2.5/3 B KBaHTH30BaHHBIX cOOpkax (Hampumep, q4/q5), 4To
CHHKAET MOTPEOJICHHE MaMITH M TIO3BOJISIET 3aIyCcKaTh cucteMy Ha TunoBbsix 1K [5, 6].

Mopnens nonaércs B OmegaT uepe3 nokaneHblii cepBep ¢ OpenAl-coBmectumbiM API
(manpumep, llama.cpp wnu llama-cpp-python), mosTomy s moJb30BaTeNsi OHA BBINVISIIUT Kak
o0brynbIil MII-cepBuc, KoTOpBIi MOXHO BBIOpaTh B HacTpoiikax CAT-cpeapl. Takoil BapuaHT
COXpaHSET JaHHbIE Ha CTOPOHE ayJUTOPUU M NAET BO3MOXHOCTH YNpPaBJISATh BEpCcUEl MOJIENU U
napamMeTpamu reHepaluy B paMKax yueOoHoro cresaa [7, 8].

Urobbl Kypc He cBElcsS K HaOopy NpuUEMOB, MBI CBSI3aJIM €ro € OOIIeeBPOIECHCKUMU
KOMIIETEHTHOCTHBIMH MO/ICIISIMU.

1. Tuning — moIxoa K NPOEKTUPOBAHUIO MPOTPAMM «OT PE3YJILTATOB OOyUEHUs», Te
pe3yabTaThl OMHMCHIBAIOTCS 4Yepe3 KOMIETEHIUH (IIPeIMETHbIE W OOIIMe) U CIy>KaT OMOpOW IJis
COJiep>KaHus, OLEHUBAaHUS M KadecTBa. MerTomonorus IIMPOKO NpuMeHsuiack B EBpomneiickom
MIPOCTPAHCTBE BBICIIEr0 0OOpa3zoBaHusa M Obula aganTupoBaHa B P B pamkax mpoekra Tuning
Russia [9].

2. DigComp 2.2 — oGmieeBporneiickas Moens HU(POBOM KOMIIETEHTHOCTH TpaxIaH: 5
obnacred, 21 xommereHUUs W 8 ypoBHEH BiajaeHus; uzganue 2.2 nobasiser >250 mpumepoB
3HAaHUI, YMEHUH M yCTAaHOBOK JUIsI KOHCTPYHMPOBAHMS 33JaHUN U KpUTEPUEB (aKTyaIH3HPYET, HE
MeHsIs Apo u3 5 obnacteit) [10].

Onwupasich Ha 3TH MOJENH, MBI BBIAEISIEM TpH OJOKa yMEHHUH: TEXHOJOTHYecKHil —
pa3BEépPTHIBAHUE CTEHJIa, HACTPOWKA JIOKAJIBHOTO CepBepa, WHTErpaius KOMIIOHEHTOB, BBIOOD
npodwIs MOJAETH M KBAaHTH3AlWW; METONOJIOTHYECKHIl — TIOMCK U cOOp KOPIYCOB, OYHCTKA U
HOpMaJM3aus JaHHBIX, BeJIEHUE rioccapueB, OPOPMIICHHE «I1aclopTa» SKCIIEPUMEHTa (BEpCuU,
3€pHO CIIy4aifHOCTH, MMapaMeTphl); pedieKCUBHBIA — KPUTHYECKAsh OIIEHKAa KauyecTBa MAIIMHHOTO
nepeBoja, (GuKcalus OrpaHUYEHHH M BBHIOOp cTpaTeruu mocrpenaktupoBanus [11]. DTu Onoku
cootHocsTCss ¢ obmactsmu DigComp (IaHHBIC/KOHTEHT/pElIeHHe Mpo0JieM), TOITOMY JIETKO
JIOKaTCs B KPUTEPUM U PYyOpUKATOpBl Kypca. Takoe «CIIMBaHUE)» TEXHUYECKHMX U METOIHMKO-
peIeKCUBHBIX TPAKTUK COOTBETCTBYET UJEE CHHEPrHMHM IIOAXO0J0B (communicativenesst,
culturality+ u np.) kak perpetuum mobile pa3BuTus TMHrBOAUIAKTUKH [3].

KommyHuKanmst u coBMecTHass paboTa B TpYyNIE CTYISHTOB OpPTaHU3YIOTCS depes
KOJIJICKTUBHYIO Pa3METKy, COIJIaCOBaHHWE TEPMHHOJIOTMU M BEICHHE MPOEKTHOM JIOKYyMEHTalluu
(IIITX-mamsATh, rIoccapyuu, >KypHaJIbl U3MEHEHUIN). DTU JEHCTBUS HANPSAMYIO MOMNalalT B 00J1acTh
2 mozmemu DigComp «KOMMYHHKalUMsi M COTPYJHHUYECTBO», IJle aKIEHT JejaeTcs Ha OoOMeH
JaHHBIMHA/KOHTEHTOM M KOPPEKTHBIE TPAKTUKU aTPUOYIMH, — TIOATOMY HX YJO0OHO TpeBpamath B
HaOmomaeMble 3alaHuss W Kputepuu oueHkd [3, 10]. Mbl co3HaTesNbHO MPOEKTUPYEM
MEXTUCIHUIUTHHAPHYIO Cpely (S3bIK X MaHHbIE X WH)KEHEPHBIC MPAKTUKH), YTO OTPakaeT OOMIyIO
TEH/ICHIIMIO K MHTErpallui OCHOBAHUH B IMHTBOAUAAKTHKE [3].

[Ipu >TOM MBI (PUKCHpyeM mapaMeTphl SKCIEpUMEHTa (BEpPCHI0O M TMPO(UIb MOIEIH,
KBAaHTHU3AIUIO, 3€pHO CIIy4aifHOCTH, HAaOOpHI JaHHBIX U pa3OueHHs, mapameTpsl WHepeHca) U
cTpyktypy npoekra OmegaT. Takas macropTuzaius BMECTE C HCIOIB30BAHUEM BOCITPOU3BOIUMBIX
«TIO/IMTUCEH» METPUK MO3BOJIAIOT BHELIHEMY YHMTATENI0 BOCHPOM3BECTH OIBIT M MPOBEPUTH HAIllU
BBIBOJIBI Ha CBOEM CTEHJIE.

B yueOnbIx ayauropusix ycraHoBka [1O dyacTo orpaHumueHa mpaBamMM aMHMHHUCTpaTOpa, a
KOH(HUTYpaIuy MaIlliH 3aMeTHO pa3audaroTcs. [03ToMy MBI HCTIONIB3yeM TTepeHOCUMBIH (portable)
CTEK: HabOp HHCTPYMEHTOB, 3amycKaroluiics 6e3 ycranoBku ¢ USB-Hakonures.

Takol moaxoj MO3BOJISIET pa3BepHYTHh cTeHa Ha JMobom 1K u BocmpomsBoauTh 3amaHus
HE3aBUCHMO OT JIOKaJIbHON MONUTUKU M T-ciry>k0bl; €TMHCTBEHHBIM MPAKTHYECKUM OrpaHMYCHHEM
ocTaéTcsi CKOPOCTh HOCHUTENS M (eclM KONMMpOBAaTh HA JWCK) Bpemsl mepeHoca. B cTek BXOIST
IpOrpaMMbl, Y KOTOpPBIX ecThb oduuMagbHblie portable/ZIP-cOopku MM KOTOpble H3HAYAIBHO
pabotatoT 6e3 ycraHoBku: Hanpumep, WinPython (monHouenusii Python-auctpubyTus «B o1HOM
MankKe»), a TAkKe YTUIIMTHI, KOTOPbIe PaCIpPOCTPAHAIOTCS B BUJE CAMOCTOSATENIBHBIX UCIOIHIEMbIX
¢aiinoB u He TpedyIOT ycTaHOBKU — Hanpumep, FFmpeg.
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Jns ygoOcTBa mpemojaBarefieli W CTYJACHTOB MbI COOpaaud dSTOT Ha0Op B CIUHBIN
[IEPEHOCUMBIA KOMIUIEKT, KOTOPBIM HMpPOHHUYHO Ha3Balau «(uemka cyaHoro aHsa». Hasanue
OTpa)kaeT UACIO TIOJTHOW aBTOHOMHOCTH: JJaXKe IIPH OTCYTCTBUM MHTEPHETA U IPaB aJMUHHUCTpATOpa
CTEH]] COXpaHseT paboTOCIIOCOOHOCTD, a BCE HEOOXOAMMbIE HHCTPYMEHTBI HAXOAATCS TOJ PyKOH.
Bepcus 0.1 Bxitouaer 6a30Bble IPOrpamMMBbl JUIsl IEPEBO/A, KOPIIYCHOTO aHAIM3a, MyJbTUMEIUa U
nokymeHnTtaruu. OHM TOAOUPATUCh TO JBYM KPUTEPHUSIM — OTKPBITHIE JIMLEH3UU U BO3MOXKHOCTH
3arrycka 6e3 yCTaHOBKHU:

- OmegaT — nmokanbHas CAT-cpena: IIII, rmoccapum, noaknroyeHue BHemHux MII-
CEPBHUCOB 4epe3 IIaruHbl;

- llama.cpp / llama-cpp-python / KoboldCpp — nokanenbiii cepsep LLM ¢ OpenAl-
coBMecTUMbIM API; oOecrneunBaer eauHbIi HHTEp(ENC NOIKIIOUEHUS UIsI KOHHEKTOPOB B
OmegaT;

- OpenCC — HopManu3amus KHTAaHCKOro muchbMa (yHpOIIEHHOE/TPAIUIIMOHHOE,
peruoHaNbHbIE BAPUAHTHI) I IPOEKTOB zh—>rUu;

- AntConc — 4acTOTHBIN aHANINU3 U KOHKOPJIAHCEP;

- Calibre — ynpaBieH#e KOJJIEKIIUSIMH TEKCTOB, KOHBEPCHs (DOPMATOB;

- Sublime Text — mpaBka CKpPUIITOB U pa3METKH;

- GoldenDict — o¢iaitH-000704Ka 715 CIIOBAPEH;

- FFmpeg — xoHconbHast oOpaboTka ayauo/Buaeo (IEpeKOoAHpPOBAaHUE, W3BIICUYECHUE
TIOPOXKEK);

- Aegisub, Subtitle Edit — TaliMuHr M mpaBKka CYOTHTPOB (MyJbTHMOAAIHHBIC
3a/1aHKA);

- Shotcut — cBOOOHBIN BHICOPETAKTOD;

— Audacity — 3anuch U MOHTaX 3BYyKa;

- Piper TTS — nokanbHbI CUHTE3 peuu;

- glmageReader + Tesseract — oguaitH-OCR 117151 ckaHOB U N300paskeHMIA;

— ScreenToGif — 3anmuck Skpana A1t MUKPOOTYETOB U IEMOHCTPALIUH;

- SumatraPDF — nérkwuii npocmotp PDF/DJVU; nocrymnna portable-coopka;

- XnView MP — npocmoTp u maketHass oOpaboTka m3o0paxeHuil; nocrynHa ZIP-
BEpCHS;

- VLC — kpoccinaTpOopMeHHBINH Meuarieep;

— LibreOffice Portable — oducHbIi makeT 6e3 ycTaHOBKHU (TEKCT/TaOIHIIbI/CITalIbI);

- Firefox / Vivaldi (portable-Bapuantsl) — Opay3epbl ais odiaaiH-geMOHCTpaluid U
JIOKQJIbHOM TOKyMEHTALINH.

TakuM 00pa3oM, TMEPEHOCHUMBIH CTE€K BBICTYNAeT pealu3alued  MeXIpeaIMEeTHOU
MHTETPaLUl — COEAMHEHUS WH)XEHEPHBIX M JIMHTBUCTHYECKUX KOMIIOHEHTOB 00OpPa30BaTEIbHOIO
nporiecca [12].

Cxema paOoThl mpenenbHO mpo3payHa. JIOKanbHBIM cepBep 3amyckaercss U3 T'OTOBOTO
ckpurta u npegocrasisger crannaptHelii HTTP-untepdeiic. OmegaT monkiodyaercss K HEMy Kak K
BHEIIHEMY CEpBHCY MAIIMHHOIO NIEPEBOA U 3alpalliBaeT aBTOMaTUYECKUN BapHaHT NepeBoa JIIs
KaOKIOro cermMeHra — psaoM c cosnaneHusMmu [III m tepmunonormei. [Insg monw3oBaTens
untepdeiic OmegaT He MeHsieTca: BbIOOp mpoBaiiiepa M €ro napaMeTpoB BBINOIHSIETCS B
Hactporikax MII-rarmna (URL, xirod), a mpoduis Mozaenu, TeMmmeparypa M KBaHTHU3ALUA
3a/Iaf0TCSl HAa CTOPOHE JIOKAJIbHOTO cepBepa [4, 7, 8].

Brei6op asmwxkka MII 3amaéres ayTUTOPHBIMM OTPAaHUYEHUSMH M A3BIKOBOM Mapoil. Ml
HCIoNb3yeM ceMericTBo Qwen 2.5/3: y HEro ecTh OTKPBITHIE Beca U JuHelKa pazmepos oT ~0.5B 1o
72B, 4TO MO3BOJISIET MOAOOPATh «IPOPUIIBY MOJ KOHKPETHBIM Kilacc; MpU 3TOM HOBOE IOKOJIEHHUE
Qwen 3 3asBnser nomaepkky 100+ si3b1kOB/muanekToB, a Qwen CTaOMIBHO MOKA3bIBAET CHUIIHHBIC
pe3yabTaThl Ha KuTaiickux OeHumapkax (Hamp., C-Eval) — 3TO KpUTHYHO A HAIIMX MPOEKTOB
zheru. [lopratuBHEIA 3amyck obecriednBaeTcsi KBaHTH3AUEH: UCIIONIb30BaHHE COOPOK ypoBHA q4
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3aMETHO CHMKaeT TpeOOBaHMs K MaMATH U AaéT NMpHeMIeMylo ckopocTh Ha oObluHbIX I1K; mpu
Hamyuu gaxe ckpomuoro GPU npoduiie MOXHO MOAHATS [5, 6].

Jliis mapel zh<>ru NpUHIKMINAIBHBI AKKypaTHasi HOpMaJIN3alus U KOPPEKTHAs pa3MeTKa: Mbl
npumensieM OpenCC yxe Ha 3Tame MOJArOTOBKH KOPITYCOB M Y4YeOHBIX 3aJlaHuil (IpuBEICHUE
YIPOLIEHHOTIO/TPAAULIMOHHOTO NMMChMa U PETMOHAIBHBIX BapUAHTOB), YTO 3aMETHO CHMIKAeT LIyM
IIPU COIIOCTABJIEHUU CETMEHTOB M IOBBILIAET COINIACOBAHHOCTh TepMHUHOJIOrMM. [lanee rioccapun
nojkiarodarorcss B OmegaT v HaUMHAIOT 334aBaTh NPEANOYTUTENIbHBIE COOTBETCTBUS ISl TOMEHHON
JICKCHKH B TOM ke uHTepdeiice, rae cryneHT BuauT copnajenus 111 u aBTomaTrueckuii Bapuant
nepesoja [4, 13].

[TpakTuyeckas paboTa CTPOUTCS KakK MOCIEI0BATEIbHOCTD J1a0opaTopHbIX maros. CHavana
MMOAHUMAETCSl  JIOKAJIbHBIH ~CcepBep MOJENH, MNpenocTaBistomui  crangaptHeii  (OpenAl-
comectumsbiii) HTTP-untepdeiic; 3tro moxker ObiTh llama.cpp wim llama-cpp-python — o6a
peleHusl JOKYMEHTHUPYIOT 3allyCK cepBepa OJHOM KOMaHAOH M paboTy MO SHIIOUHTY
/vl/chat/completions. 3arem cepBep mnoaxmouaercs B Omegal kak BHEMHUN TpoBaiinep
MalIuHHOTO TepeBoAa depes auaior «Machine Translation»: ykassiBaercs sokanbHblid URL (w,
pu HEOOXOAMMOCTH, KJIFOU), TOCIIE YeT0 aBTOMATUYECKUI BAPHAHT MEPEBO/IA MOABISETCS PSAAOM C
namaThio M rinoccapusmu. Ha sTom ke mare ¢gopmupyercss MUHHManbHas «0a3oBasi JIMHUS»:
HeOOJIbIIass TeCTOBass BBIOOPKA NEpeBOAUTCS 0e3 Kakux-IuOo amanTtanuii, 9ToObl OBUIO OT 4Yero
OTTaJIKUBaThCs Aainblie [4, 7, 8].

CnenoMm opranusyercs pabota ¢ AaHHbIMU. CTYJEHTBI UILYT U JOKYMEHTUPYIOT OTKpPBIThIE
napajuiefibHble UCTOUYHUKH Uil zhe>ru u cMexHblx Hampasienuii: kopmyc OOH (UN Parallel
Corpus v1.0) xak kayecTBeHHBIH oduumanbHei Martepuan u koulekuuu OPUS (mampumep,
WikiMatrix/CCMatrix) kak «IMpoKyro» 06a3y, TpeOyrollyto onucanHoi unstpanuu [14, 15, 16].
[TapamnenpHOo co30a€TCsl  COOCTBEHHBIN «IPA3HBIN» KOpHyc: W3 COOpaHHBIX MaTepHalloB
BBIJICNIAIOTCA  (DparMeHThI, BBINMOJIHAETCS CcerMeHTauus, HopMmanu3auus dyepe3 OpenCC wu
M0JTyaBTOMaTHYECKOE BBHIPAaBHUBAHHE PYCCKUX M KUTAWCKUX IMPEIUIOKCHUH B HaIlleM MHTEpdeiice.
UYroObl He ocTaBaTbCcsi «B BO3JyXE», Mbl ONHUPAEMCS HA H3BECTHbIE IIOCTAHOBKH 3aJaud U
ITOPUTMBI BbIpaBHUBaHMsA TpemiokeHuit (hunalign, Vecalign): nake ecny MHCTPYMEHT CBOH,
MeToanyeckas 6a3za ocTaércs NpoBepsieMOi M BOCIIPOU3BOIUMOM.

[Tocne »sTOro mokaspiBaeM, Kak JaHHbIE BIMAIOT Ha NoBeneHue Moxaenu. Ha ocHoBe
KOMITAKTHOT'O YHCTOIO MOIHA00pa 3amycKaeTcs KpaTkas ajantainus 0a30Boi Mojenu (Hanmpumep, B
(dopmarte JErkoil JOHACTPOIKHU), PUKCUPYIOTCA BEPCUU U ITapaMeTPhl, a pe3yJIbTaTbl CPABHUBAIOTCS
C UCXOAHOM 06a3oBoil nuHuel Ha ToMm e Tecte [17,18]. CmbIcn 37ech HE B «METPUKaX paau
METPUK», @ B TOM, 4YTOOBI CTYAEHT YBHUJEI HPUUMHHYIO CBSI3KY MEXJIy COCTaBOM Kopmyca,
HAcCTPOHKaMHU M KaYeCTBOM pe3yJibTara.

OtnenpHbI yuyeOHBIM SMH307] MOCBAUIEH pEAJbHOMY KEHCy «CTpaHulla — TEeKCT —
nepeBo». Kuraiickuii ¢pparmeHT crpaHuibl pacno3Haércs oguaiin (glmageReader + Tesseract),
3ateM Ipu HeoOxonuMocTu HopMaiuzyercs yepe3 OpenCC, 1 OOMH U TOT ke TEKCT MEePEeBOIUTCS
TpeMs cllocobaMu: HapsSMYIO Yepe3 JIOKaIbHbIN cepBep 0€3 CUCTEMHOTO MPOMIITA U ¢ CUCTEMHBIM
MIPOMIITOM (B O0OMX CiydasiX — Ha «UHUCTOW» M Ha JOOOYYEHHOW MOJENH JJIs COMOCTaBJICHMS), a
takxke BHYTpH OmegaT ¢ TeM jxe JIOKaJbHBIM CEpBHCOM, 4TOOBI YBHUIETh moBereHue B CAT-
KOHType. Takoll TpUNTHUX HaIJIAIHO MOKA3bIBAET, KAK MEHSETCS pe3ysbTaT OT KOHTEKCTA BhI30Ba U
OT MUHUMaJIbHOM afanTtauuu [2, 13].

3aBepliaeT LMK aKKypaTHOE OlLlEHMBaHWE W macnoprtuzauusa. KauecTBo Qukcupyercs
sacreBLEU c siBHOI MOANHUCHIO MapaMeTpoB, BKIIOYAs 0043aTelIbHYIO JIsl KUTAaHCKOTO0 HACTPOHKY
TokeHHu3anuu (tokenize=zh); mo »enaHuio T00aBIAIOTCS A3BIKOHE3aBUCUMBIE METPUKH, HO UMEHHO
noanuck sacreBLEU nenaer cpaBHEHHMS MpoBepsieMbIMHU JUIsl BHEIIHETO 4uTaTens. B «macmopre»
Ka)KJI0T0 MPOEKTa KPAaTKO MEePEUHCISIOTCS BEpCHs U MPO(HIIb MOJIENH, CIIOCO0 3ammycKa JOKaJIbHOTO
cepBepa, COCTaB M MPOMCXOXKAECHUE JTaHHBIX, pa30MeHUs Ha BHIOOPKM M OCHOBHBIC MapaMeTpHhI
uHpepeHca; cTpykTypa npoekta Omegal (cTaHzapTHble KaTajJord U KOHQUTypauus)
npukinaapBaercs kak apredakt [4, 19, 20]. BaxHOo mnOIYEPKHYTO NPOTOBOPHUTH T'PAHUIIBI
OTBETCTBEHHOCTH HHTep(elcoB: BBHIOOpP pa3Mepa M KBAHTHU3ALMM MOJENM OCYIIECTBISETCS Ha
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CTOpOHE JIOKAJILHOTO cepBepa (depes (aityr Moaenu/KoH(GUTypaluio WK OTACIbHBIA SHIIIOWHT), a B
OmegaT nacTpauBaeTcs NOAKIIOYEHUE MpOBaijepa W €ro mapaMmeTrpbl — TaK y YUTaTeNsl HE
BO3HHUKHET JIOKHBIX 0KUJAAHUN OTHOCUTEIBHO «I0JI3yHKOB» BHYTpU CAT.

Takoe nuHeHOE pa3BepTHIBAHHE — OT HOPMAJIM3AallMd M BBIPABHUBAHUS 10 HEOOJBIION
JIOHACTPOMKH M COIIOCTAaBUMOI'O OLICHMBAHUSA — JAET POBHO TE€ KAdyecTBa, PaJl KOTOPBIX MbI U
CTPOMM JIOKAJIbHBII KOHTYp: IPO3PAaYHOCTb, YIPABISEMOCTh U BOCIIPOU3BOIMMOCTD, IIPU KOTOPBIX
BBIBOJIbI KypCa MOKHO ITPOBEPUTH HA APYroW MAlllMHE U B APYroil Tpynie, He MEHssI METOI0JIOTHIO
U apTe(aKThl.

ConocraBnenue ¢ 00JauHBIMH CHCTEMaMH IMPOSICHIET I'PaHUIbl MPUMEHUMOCTH IOAX0/A.
O6nako 00byHO Ja&T OoJiee BHICOKOE «CpPEAHEe» KayecTBO U CTAOMIIBHOCTH Ha MOJICPKUBAEMBIX
A3bIKaxX U JIOMEHaX: CPaBHUTENbHbIE 0030phI PETYJIAPHO MMOKA3bIBAIOT, YTO JUIUPYIOUIHE CEPBUCHI
(DeepL, Google, Microsoft) BEIUTPBIBAIOT CKOPOCTBIO M 3peNIOCThIO maiiruiaiina. [lemarorndeckas
1[leHa 3TOro yjno0cTBa — CHIKEHHE HAOII0IaeMOCTH Mpollecca: MyTh OT JaHHBIX M HACTPOEK K
pe3ysbTary Ais CTyJAEHTa OCTa€rcs CKpbITHIM. JIOKainbHAs apXUTEKTypa, HAIpPOTHUB, BO3BpalIacT
KOHTPOJIb M TO3BOJSET pa3Ouparh NPUYMHHO-CIEACTBEHHbIE CBSI3M HAa COOCTBEHHOM CTEHJIE;
MPAKTUYECKUM OOHYCOM OCTArOTCS NMPHUBATHOCTb U IMPEICKA3yeMOCTb OOpamieHHsl ¢ JaHHBIMH B
«ayIuTOpHOM nepumerpe» [5, 21].

[TocnemoBarenbHOCTh HEOONBIINX, HO HAONIOJAEMBIX MIaroB (GopMmupyer y OyIymiero
MePEBOAYMKA HCCIEAOBATENIBCKYIO MPUBBIYKY: CMOTPETh HA TEKCT, KOPIYC U MHCTPYMEHT KaK Ha
€MHYIO0 CUCTEMY, I'JI€ Ka)KJ0€ pEIlleHUuEe OCTaBISET CJE] B JaHHBIX U UTOroBoM Bapuante. Korna
3Ta MPUBBIYKA YKOPEHSIETCS, MOJIENb NepecTaéT ObITh IIEHTPOM BHUMAaHUS Kypca: Ha MEPBbIN IJIaH
BBIXOJST JU3aiiH 3aJjaHMsl, KAaueCTBO U IPO3PAYHOCTh KOPITyCa, JOTOBOPEHHOCTH O TEPMUHOJIOTUU
U KyJbTypa MOCTpeAaKTUpoBaHUs. IMEHHO 371€Ch JIOKAJIIbHBIA CTEHJ OKa3bIBAECTCS AUAAKTUYECKU
MPOAYKTUBHBIM: OH J€JIa€T YIpPaBJIE€HUE NapaMeTpamMH U HHTEPIPETALUI0O METPUK MPEIMETOM
oOcyxeHus, a He GOHOM.

B pesynbrare oduaiin-koHTYp JoKanbHOTO MII-arenTa B cBsizke ¢ OmegaT nemoHCcTpUpYET,
KaK TeXHHUYECKHUE PEUICHHUS CTAHOBSTCS MPSMBIM MPOAOHKEHUEM MeIarorH4ecKuX TpeOOBaHUMN: OT
«4EPHOrO SIIMKa» — K YNPABIIEMOW W BOCIPOU3BOAMMON IIpakTHKe. [[ns 3aHATHN pa3yMHO
CTapTOBaTh C «Majoro» mpoduis cemeiictBa Qwen: Ha ceroHs 3To 1nb6o Qwen 3 (OTKPHITHIE Beca
o Apache 2.0, MyIbTUSI3BIYHOCTD, CUJIBHBIE PE3YJIbTAThl HA KUTAWCKUX OeHUMapkax), 1nbo Qwen
2.5 B BapuaHTax ¢ OTKPBHITOM JHIEH3UENH. B kauecTBe cpaBHUMOW BHEIIHEW TOYKH — JEPKATh MOJ
pykoit NLLB-200 mns odnaitH-undepenca (uepe3 CTranslate2) u ¢uxcupoBaTh pasiauuus Ha
OTHOM M TOM Xe TecT-Habope [5, 6, 22, 23]. Takol «MHUHHMAIbHBII» HAOOpP MAaET YECTHBIN
JMana3oH: OT KOHTPOJIUPYEMOI0 JOKAJIbHOTO CLIEHAapHs 10 CUJILHOTO OTKpBITOro baseline [24].

[Tnan pacuimpeHusi o4eBHACH: JOOABUTh Ha HOCHTENh TOTOBBIE MPOQPMINA MO HECKOJIBKO
pasmepoB Qwen 3 u coBMecTHMBbIe KOHUTypaluu JokaibHOro cepsepa (OpenAl-coBMecTumbie
SHAMOUHTHI A7 OpicTporo noakiatodeHust B OmegaT), BKiounTh npeaHacTpoeHHbli naker NLLB-
200/CTranslate2 nns odnaiiH-cpaBHEHHUH, a TakKe MIA0JIOHBI «IAacOpTa MPOEKTa» M KapTOyeK
JaTaceToB (C KOHTPOJIBHBIMU CYMMaMU U BEPCHSIMH). DTO YCHUJIMT MEPEHOCUMOCTh CTEHAA MEXIY
ayJIUTOPUSIMU U CEMECTPAMH.
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